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FACULTY OF ADVOCATES
Response from the Faculty of Advocates
to
the Consultation on
Independent advisory group on emerging technologies in policing: call for evidence

Legal and ethical
· what impacts on rights do individuals (including witnesses, victims, suspects and members of the public) experience as a result of the use of new and emerging technologies in policing and what promising practices exist, in the UK and internationally, to mitigate them?
1. The impacts:
The process of detecting crime and collecting evidence may often involve the use of technological means. These means are becoming more sophisticated, more efficient and more intrusive than in the past. This improving of technology and more extensive deployment thereof (for example, the extensive use of CCTV cameras and number plate recognition systems) potentially presents challenges to fundamental rights, consequently bringing a need to ensure that such deployment is proportionate and otherwise complies with the European Convention on Human Rights. This is not a conceptually new problem - these sorts of issues have always existed - it is merely that the issues become more acute as the technological means become more sophisticated and are deployed more widely. Systems of legal checks and balances have evolved over the years to address these problems, as we discuss below, and these systems may well be adequate, perhaps subject to some minor adjustment to cope with this kind of “conventional” technology.

However, what marks a sea change is the introduction, both actual and potential, into policing (and more generally into the field of criminal justice) of autonomous artificial intelligence systems – not “dumb” algorithms but systems which, in effect, are educated, or even educate themselves, on datasets. One notorious example is the use, in the criminal justice system in the State of Wisconsin, of a proprietary artificial intelligence system which purported to be able to predict the likelihood of a particular offender committing further offences if released on bail.
 The decision of the Wisconsin Supreme Court, which approved the use of that system, has since come in for heavy and sustained criticism.

A particular challenge is posed by the increasing use of biometric technologies, especially when these are combined with AI systems which analyse biometric data. For example, facial recognition systems use biometric data to compare an individual against a database and “recognise” that individual.  However, it must be borne in mind that biometric systems, including voice pattern identification and facial recognition technologies, are “black boxes”: AI systems educated upon datasets whose performance can be analysed only stochastically. As such, they present the same risks as other similar AI systems – examples of misidentification include a Google algorithm which auto-tagged pictures of black people as gorillas
 or a system which identified dogs as wolves.

These technologies have the potential to pose very serious challenges to individual liberty.  Persons can be identified and actions follow – comparison with a database of wanted criminals or tracking customers through a store both to gather data on their browsing habits and to link with other personal data held by the store so as to deliver personalised advertising. It is estimated that 59% of UK fashion retailers already employ facial recognition technology and, to take a Canadian example, the capacity for the aggressive use of such technology was built in to the new Saks store in Toronto when it opened in 2016.
 
Where such technology is deployed in policing, the challenges become even more acute. One research paper suggests that the biometric data of about half of all adults resident in the United States are stored on one or more police facial recognition databases.
 Even the training of AI systems on datasets can present real issues, for example with the practice of scraping websites for facial images in order to train AI systems, without informing the data subjects, let alone obtaining their consent, as happened when IBM scraped Flickr in 2019.
 A real and present danger (highlighted in the Loomis case) is the risk that the dataset used to educate the system will contain inherent biases.

Furthermore, the deployment of Facial Recognition systems may effectively impose limitations on freedom of movement; for example, in the United States, the use of facial recognition systems on persons in the streets around the White House, where. the only mitigation consisted in official advice that: “Individuals who do not wish to be captured by … cameras involved in this pilot may choose to avoid the area”.

Just how far this can go in a country which places no value on privacy can be seen with the legal requirement for all persons resident in Xinjiang province in China (where there is a large Uighur community) to undergo a 3D scan of their faces to facilitate the use of FRT cameras to track persons engaging in “extremist” behaviour, such as travelling more than 300 metres from one’s home, going to the mosque too often or filling up at the petrol station several times a week.
 

What, however, is wholly new, bringing its own significant challenges, is the use of biometrics for the purposes of “Affect Recognition”. It may be possible to determine sexual orientation from facial features
 and there are systems being marketed which claim to be able to determine from mass video recording of job applicants whether a particular applicant will make a good employee.
 Chinese police aimed to use photographs of drivers taken from roadside cameras to determine from their facial appearance whether to stop them for drunk driving.
 There are systems which are asserted to be able to predict a person's criminality.
 One company, Faception, is marketing a system which claims to be able to determine, from biometrics, whether a person is, amongst other things, a “terrorist”.
 

A lot of these claims are scientifically dubious (and, in any event, what is the programmer's definition of a “terrorist”?). In many respects, this is but a 21 century revisiting of discredited 19 century pseudo-scientific theories such as phrenology but, because it is presented under the guise of hi-tech machines and “artificial intelligence”, the danger is belief that what the computer says is true.  As the Loomis case demonstrates, being a policeman, a prosecutor or even a State Supreme Court judge does not protect against such assumptions. 

Therefore, in analysing the adequacy of present legal controls and protections, there is a need to be ever mindful of the difference between conventional developing technologies and those which involve the use of AI systems. 
2. The Existing Legal Framework:
The use of new technologies in policing might impact the public (i) in the use of such technologies in the collection of evidence and the investigation of crime; (ii) in the use, towards those ends, of such technology in surveillance activities; and (iii) in the combination of such technologies with AI systems as discussed above. 

We consider surveillance first.  Covert surveillance is regulated by the Regulation of Investigatory Powers (Scotland) Act 2000 (“the 2000 Act”), and the interception of communications is now regulated by the Investigatory Powers Act 2016 (“the 2016 Act”).  Surveillance can impact on individuals’ rights to respect for private and family life under Article 8 ECHR, to freedom of expression under Article 10 ECHR and, where such surveillance is deployed in such a manner as to disclose a person's communications with his lawyer, Article 6  ECHR. 

Such technology may also impact on the rights of individuals who have protected characteristics under the Equality Act 2010. 

Article 8 has the effect that any use of emerging technologies must be “in accordance with the law”. That is to say there must be some legal basis upon which the technology is to be used. The test of lawfulness will turn on whether domestic law provides sufficient safeguards against arbitrary interference by satisfying the tests of accessibility and foreseeability. Foreseeability involves an assessment of whether the law is sufficiently clear to give citizens an adequate indication as to the circumstances in which and the conditions on which public authorities are empowered to resort to such measures. Retention of any data from emerging technologies would also have to be subject to clear and detailed rules on the scope and application of such measures and minimum safeguards, and such rules would have to satisfy the test of proportionality. An example of how article 8 may impact upon the use of such technologies may be found in the ECHR cases of S and Marper v the United Kingdom
 and Gaughran v the United Kingdom,
 both of which concerned the indefinite retention of DNA profiles on, respectively, the English and Northern Irish DNA databases.

Furthermore, in order to be Convention compliant, any use of emerging technologies would also have to be “necessary in a democratic society”. That is likely to involve examination of the adequacy and effectiveness of domestic safeguards in the particular case. Scrutiny by an independent public official such as a judge may ensure that there are checks on such emerging technologies, for example, to assess the nature, scope and duration of emerging technology, and to determine whether the authorities are competent to authorise, carry out and supervise that technology.

Article 10 applies to, among other things, freedom of the press and the protection of journalistic sources. Undermining that protection has a detrimental impact on the vital public-watchdog role of the press and NGOs and their ability to provide accurate and reliable information.

Article 6 guarantees the right to a fair trial. An essential element of a fair trial, both under the Convention and in domestic law, is respect for Legal Professional Privilege.  The rights under article 6 are absolute and unqualified. In addition, under article 8 (which, however, is qualified in its terms) communications between lawyers and their clients enjoy enhanced protection
 and interception of such communications will not be Convention compliant.
 Although the Convention rules are straightforward to articulate, their practical application may sometimes be problematic. Useful guidance, to which we draw attention, has been given on this matter by the CCBE.

In the recent case of Big Brother Watch v. United Kingdom,
 the Grand Chamber of the European Court of Human Rights has also provided useful guidance on the use of mass surveillance:

· The bulk interception and processing of metadata by the State interferes with the right to privacy under Articles 8 and 10;

· The interception and processing of metadata can be just as intrusive as that of content-based data;

· If bulk interception can ever be lawful, public authorities will have to ensure that:

(i) the governing law is sufficiently precise; 

(ii) the scope of the information gathered is restricted by time and geography; and
(iii)   the information must be gathered on the basis of reasonable suspicion and strict necessity. 

Further, the Equality Act 2010 protects individuals from unfair treatment and promotes a fair and more equal society. A key part of the Equality Act 2010 is the creation in section 149 of the Public Sector Equality Duty, which requires that public authorities, in the exercise of their functions, have due regard to the need to: (i) eliminate unlawful discrimination; (ii) advance equality of opportunity; and (iii) foster good relations between people who have a protected characteristic and those who do not. 

The Court of Appeal of England and Wales provided useful guidance on the lawfulness of new technologies:
 

· the fact that new technology is being trialled does not alter the requirement for any interference to be in accordance with the law;

· while primary legislation, such as the Data Protection Act 2018, may be an important part of any regulatory framework, it may not be sufficient by itself;

· there must be clear guidance as to when the technology can be used and who it affects; 

· In order to satisfy the PSED under the Equality Act 2010, public authorities must be able to satisfy the public that an equality issue has been pre-considered. It is not sufficient to say that no issue has arisen in practice; and, 

· The PSED includes independently verifying that technology does not have unacceptable bias on the grounds of a protected characteristic. Commercial confidentialities about emerging technologies do not excuse a public authority from complying with its duties under the Equality Act 2010.

The above framework might appear to provide a reasonably robust context in which to regulate the use of emerging technologies in policing, but the Faculty is concerned at what it sees as the inadequacy of certain aspects of this regime. 

In particular, the collection of data poses an obvious threat to legally privileged communications.  Section 27 of the 2016 Act seeks to address this concern, although the Faculty remains concerned that (i) privileged communications are being intercepted as part of bulk intercepts, which could then be stored and used, and (ii) that the power granted by section 27 is properly considered an exceptional one.  The right of lawyers and their clients to communicate confidentially is vital to ensure the rule of law.

In relation to the deprivation of liberty, new technologies (such as the use of electronic tags) can provide alternative means of controlling individuals and depriving them of their liberty as an alternative to custody.  Such arrangements may engage Article 5 ECHR.
  If Article 5 is engaged, deprivation of liberty must be lawful and in accordance with a prescribed procedure, with prompt and effective rights for an individual to challenge that deprivation of liberty.   
· Is the current legislative framework fit for purpose by providing sufficient safeguards for people when new technologies are introduced and is it adaptable enough to allow for the continued technological development of areas such as artificial intelligence? Please identify any gaps and suggested improvements
The Human Rights context discussed in the previous section serves to give a robust high-level framework within which appropriate safeguards may sit. In addition, the Data Protection Act 2018 and the General Data Protection Regulation contain six enforceable principles regarding privacy and disclosure.
 We believe that those governing principles are all relevant for emerging technologies. There may, however, be issues with how public authorities apply those principles in practice. One potential area of concern is the lack of clarity around the respective data protection roles of different authorities such as Crown Office and Police Scotland.
  We also note issues raised by the use by Police Scotland of drones, which may in time be used to carry out covert surveillance.
 
The Regulation of Investigatory Powers (Scotland) Act 2000 (“the 2000 Act”) provides the regulatory framework within which public authorities can carry out covert activity lawfully and allows for challenges under the Human Rights Act.  The definition of surveillance in section 31(2) of the 2000 Act is wide.

However, the Faculty believes that there is room for improvement, even when dealing with conventional technology. A particular concern is what the Faculty believes to be an  inappropriate presumption of the accuracy of computer systems. A cautionary tale is the recent well-publicised quashing of the convictions of sub-postmasters who were wrongly convicted as a result of faults in the Post Office's Horizon Computer System.
 This was in part due to inherent weaknesses in the English system of private prosecution, but also in large measure to the application of a presumption under English Law of the accuracy of an “account stated” which was used, in effect, to justify a presumption that the data produced by the system was accurate – a presumption which the accused had neither the resources nor the knowledge to rebut.

Although this related to conventional computer systems, it very much highlights the tendency to accord undue deference to such systems. This is a particularly acute problem with emerging AI systems, such as those discussed above.
A measure of protection from the inappropriate use of AI systems may be found in the right under article 22 of the GDPR for data subjects not to be subject to a decision based solely on automated data processing, including profiling, but such protection falls far short of what may be required to cope with the challenges, discussed above, which arise from sophisticated AI systems.

The particular problems which are caused by such systems have been the subject of attention in the Council of Europe, with the publication in 2013 of the Declaration of the Committee of Ministers on Risks to Fundamental Rights stemming from Digital Tracking and other Surveillance Technologies,
 followed by the 2018 Elsinore Convention for the Protection of Individuals with Regard to the Processing of Personal Data.
 The Consultative Committee on the Convention carried out work on the specific question of the processing of biometric data and has recently (28 January, 2021) published a set of Guidelines on Facial Recognition.

We also commend, and discuss more fully below, the May 2019 recommendations of the Council of Europe Commissioner for Human Rights, Unboxing Artificial Intelligence: 10 steps to protect Human Rights.

We also draw attention to the recent proposals of the EU Commission for an Artificial Intelligence Act, which aims to provide a comprehensive risk-based approach to the regulation of artificial intelligence systems.
 Under the proposed Act, the use of AI systems in policing would fall to be classified as high-risk and would be regulated accordingly.

Finally, a significant initiative in the UK is the publication on 18 June 2021 of the Information Commissioner's Opinion on the use of live facial recognition technology in public places.
 

· what relevant processes should be undertaken to assess the above impacts and consider ethical implications of the use of emerging technologies in policing? If possible, please provide examples of promising practice from other fields or jurisdictions 
We refer to the work being done at European level to engage with the issues raised. In particular, we endorse the recommendations of the Human Rights Commissioner of the Council of Europe
 namely:

· The creation of a legal framework that sets out a procedure for public authorities to carry out human rights and equality impact assessments on AI systems used by public authorities;

· The use of public consultations at various stages of engaging with an AI system, including procurement, and human rights and equalities assessment stages;

· The implementation of human rights standards in the private sector;

· The use of an AI system in any decision-making process that has a meaningful impact on a person’s human rights must be made public in clear and accessible terms;

· The creation of independent oversight for human rights compliance of the development, deployment and use of AI systems by public authorities and private entities;

· Discrimination risks must be prevented and mitigated with special attention for groups that have an increased risk of their rights being disproportionately impacted by AI. There should be the highest level of scrutiny when using AI in the context of preventive or predictive policing;

· AI systems must fully secure the individual’s human rights including the right to privacy, freedom of expression, freedom of assembly and association and the right to work;

· AI systems must always remain under human control, even in circumstances where machine learning or similar techniques allow for the AI system to make decisions independently of specific human intervention;

· Anyone who claims to be a victim of a human rights violation arising from an AI system should be provided with an effective remedy before a national authority; and 

· Knowledge and understanding of AI should be promoted in government, independent oversight bodies, national human rights structures, the judiciary and the general public. 

We also recommend that these objectives be reflected fully in the legislative and regulatory regime.

The Faculty believes that, however fit for purpose the regulatory regime may be, if effective protection of fundamental rights is to be achieved, this calls also for education of those who use the technology, those who supervise its use and those upon whom it is used. A real and present danger (as we highlighted in the first section above) is the too-ready acceptance of the claims made by those promoting AI systems, a failure to understand how such systems operate, what may be their potential limitations, and the risks that their use entails. This can often lead to an unquestioning acceptance of that which should properly be questioned and opened to scrutiny. For fundamental rights properly to be protected, education is vital.
Oversight and scrutiny
 From the foregoing discussion, it will be appreciated that proper oversight and scrutiny is essential. The Faculty has no particular view on the mechanism which should be used to guarantee that oversight and scrutiny, but does consider it critical that legal safeguards are in place to ensure that any use of new technologies which may infringe an individual’s fundamental rights remains within the law.  In general terms, this means careful control over the use of any such technology, including the use and retention of data it collects or stores and, in the case of AI systems, the datasets used to educate the system, so as to ensure that these datasets are compiled in a Convention-compliant manner and are free of bias. It means that an individual should be able to challenge in court any technology used to restrict his or her liberty, or properly interrogate evidence used against that individual.  It also means that there should be judicial control over the use of direct covert surveillance and proper judicial or other independent control of the deployment of these technologies in other contexts.  The use of new technologies should always be detailed in published policies, so that it is clear when and how new technologies are being used.

There should also be scrutiny of these policies, and of how they are being implemented.  There will be a role for the Scottish Police Authority in this, and it may be that this could be an express function conferred on the SPA. There is also a role for the public sector in ensuring a wider public understanding of how such systems operate, what may be their inherent limitations and how they may impact on the rights of the individual.

Finally, we see the public sector as having an essential role to play in public education, as discussed above.
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